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This paper attempts to place on a firm basis certain expressions 
for effects in elastic and total cross sections caused by—and in the 
neighborhood of—a reaction threshold. Explicit expressions are 
derived for the analytic behavior of the collision matrix near a 
reaction threshold. These expressions are based on the i?-matrix 
theory of nuclear reactions and extend slightly work by Wigner 
and by Breit on threshold effects. The expressions are quite 
general, allowing for the presence of compound resonances. 
Both the channel matrix and the level matrix formulations of 
J?-matrix theory are used. The former turns out to be convenient 
for formulating the general expressions of the collision matrix 
and the cross sections. The latter is more convenient for perform­
ing energy averages. 

It is shown that certain formulas for energy-averaged total 

and elastic cross sections, which were made plausible in a previous 
paper by the author, follow from the above-mentioned general 
expressions by performing suitable energy averages. Consequences 
of the random-sign approximation of the "value quantities" 7x 
and of a partial breakdown of this assumption are examined 
and related to the assumptions of the optical model. It is shown 
that under the assumption of random signs, the total cross section 
should show no threshold effects, whereas if this assumption is 
relaxed threshold effects appear. Hence it is, in principle, possible 
to decide by experiment which situation obtains. Finally, cross-
section threshold effects under the single-level approximation 
are given; with a slight generalization of the phase shift, these are 
identical to expressions derived by Baz and by Newton. 

I. INTRODUCTION 

IN a previous paper1 we had examined threshold 
effects in elastic scattering under the assumption 

that the energy-averaged diagonal component of the 
collision matrix is equal to the optical-model collision 
matrix. This is, of course, the basic assumption of the 
optical model2 and implies that the energy-averaged 
diagonal component of the collision matrix (and hence 
the energy-averaged total cross section) will not show 
any particular discontinuities at reaction thresholds. In 
I we made it plausible that threshold effects in energy-
averaged cross sections, usually called compound com­
petition effects, can be deduced by properly energy 
averaging the Wigner cusps,3 which are expected to 
occur in cross sections near reaction thresholds. There­
fore, it appeared that there is no essential difference 
between compound competition effects and Wigner 
cusps. It should be noted, though, that compound com­
petition effects can be derived solely from the unitarity 
of the collision matrix whereas Wigner cusps require in 
addition an analytic continuation of the collision matrix 
across reaction thresholds. Extending slightly Wigner's 
work3 and an investigation of Breit,4 we shall show that 
on the basis of j£-matrix theory such analytic continua­
tion always exists, even in the presence of many narrow 
and possibly overlapping resonances. This means that in 
derivations of threshold effects there is no need to require 
that certain phase shifts vary slowly with energy in the 

* Supported in part by the U. S. Army Research Office 
(Durham) and the joint program of the Office of Naval Research 
and the U. S. Atomic Energy Commission. 

1 W. E. Meyerhof, Phys. Rev. 128, 2312 (1962). This paper will 
be referred to as I ; references to equations in this paper will be 
preceded by I, e.g., I Eq. (19). 

2 H . Feshbach, C. E. Porter, and V. F. Weisskopf, Phys. Rev. 
96, 448 (1954). 

3 E. P. Wigner, Phys. Rev. 73, 1002 (1948). 
4 G. Breit, Phys. Rev. 107, 1612 (1957) and in Encyclopedia of 

Physics, edited by S. Fliigge (Springer-Verlag, Berlin, 1959), 
Vol. 41, Part. 1, p. 274 ft. 

cusp region, as is usually assumed,5-7 explicitly or im­
plicitly. 

By taking energy averages of the general cross-section 
expressions, subject to the implicit assumption of ran­
dom signs8 of the value quantities 7xc introduced by 
Wigner and Eisenbud,9 we shall show that the optical-
model assumptions and compound competition effects 
in cross sections are obtained near threshold.1 

This derivation leans heavily on work of Thomas.8 If 
the random sign assumption is relaxed for distant reso­
nances,10,11 which represents a direct interaction 
mechanism, threshold effects are found to occur in the 
total cross section contrary to the usual optical-model 
assumption. Finally, if the one-level approximation for 
the R matrix is made,12 we obtain formulas for the 
threshold effects in cross sections similar to those of 
others,5~7 with the exception that the relevant phase 
shift is allowed to vary with the energy of the incident 
particle. 

As in I, we restrict ourselves to the situation where 
the reaction threshold is the one of lowest energy. This 
does not represent any fundamental limitation, but 
simplifies the presentations. From the same point of 
view, we shall discuss only the case of one entering 
channel (called s) and one channel (called t) which will 
be emergent above threshold. All other channels of the 
problem will then be negative energy channels and can 
be eliminated by use of the reduced R matrix of Wigner 
and Teichmann. The more useful case of two entering 
channels can be treated by a similar method and yields 

5 A. I. Baz, Soviet Phys.—JETP 6, 709 (1959). 
6 R. G. Newton, Phys. Rev. 114, 1611 (1959). 
7 L. Fonda, Nuovo Cimento 20, 116 (1961). 
8 R. G. Thomas, Phys. Rev. 97, 224 (1955). 
9 E. P. Wigner and L. Eisenbud, Phys. Rev. 72, 29 (1947). 
10 A. M. Lane and R. G. Thomas, Rev. Mod. Phys. 30, 257 

(1958). Since this review article is rather extensive we shall, for 
the convenience of the reader, give references to particular equa 
tions or sections of the article. 

11 Reference 10, Sec. XI, 6. 
12 Reference 10, Sec. XIT, 1. 
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the somewhat more complicated cross-section expres­
sions given in I for target spin zero and bombarding-
particle spin one-half. For simplification, also, we shall 
discuss only integrated cross sections. Expressions for 
the differential cross sections follow immediately from 
reference 5 or the treatment in I, once the threshold 
effect in the collision matrix is known.13 

II. PRELIMINARIES 

A. Definitions and Posing of Problem 

We shall follow, as much as possible, the notations 
and definitions of Lane and Thomas.10 Whenever the 
clarity of presentation is not impaired we do not repeat 
any derivation given there. 

The running index for channel quantities will be c or cf 

and for level quantities X, ju, or v. All cross sections will 
be expressed in units of 7rXa

2gs, where \8 is the reduced 
De Broglie wavelength in the entering channel and g8 is 
a statistical factor.14 For the case of spin-zero target and 
bombarding particle, g8=2l8+l. As in I we assume that 
the threshold effect occurs only in one entering partial 
wave (called l$ here). Hence it will be sufficient for us 
to consider only the partial wave cross sections in terms 
of the components of the collision matrix.15 

Integrated elastic cross section: 

<rss= 11— US8\
2, (1) 

Reaction cross section (s —> t): 

<T8t=\Ust\*=l~\Uss\
2, (2) 

Total cross section (for s): 

(r. = 2 ( l - R e t f „ ) . (3) 

We omit any superscript designation l8 on the partial 
cross sections and the collision matrix components, 
since "channel s" implies here that the orbital angular 
momentum has the value ls. 

For calculation of the threshold effect we shall find 
it convenient to introduce the modified collision matrix 
W, which is related16 to U by 

U=flWQ. (4) 

L2 is a diagonal matrix with components17 

0 c =e^ c , <pc=uc-<t>ci (5) 

where o>c is a Coulomb phase shift18 and <f>c the so-called 
hard-sphere phase shift. There are several equivalent 
relationships between W and the R matrix; the most 

13 Certain aspects in Sees. II to V of the present paper have been 
discussed by R. H. Capps and W. G. Holladay, Phys. Rev. 99, 
931 (1955), Appendix B; R. K. Adair, Phys. Rev. I l l , 632 (1958); 
A. N. Baz and L. B. Okun, Soviet Phys.—JETP 8, 526 (1959); 
J. Sucher, G. A. Snow, and T. B. Day, Phys. Rev. 122,1645 (1961). 

14 Reference 10, Sec. VIII, 3. 
15 Reference 10, Chap. VT. 
16 Reference 10, Sec. VII, 1. 
17 Reference 10, Sec. I l l , 4. 
18 Reference 10, Sec. I l l , 2. 

convenient for us is16-19 

W = l - 2 f P q + 2 i P 1 ^ 2 q ( q - R ) - 1 P 1 / 2 q . (6) 

q is a diagonal matrix which is the inverse of the effec­
tive logarithmic derivative16 L°: 

q=(L°)"1, L°=S°+*P, S ° = S - B , (7) 

where all matrices are diagonal. Sc is the shift factor,17 

Pc the penetration factor,17 and Bc is an energy-inde­
pendent boundary value quantity,20 which often allows 
the effective shift function S° to be set equal to zero. 
Sc, P c , and Bc are real by definition. 

As mentioned in footnote 16 of I, it follows from 
Eq. (2) that for the entering (cm.) energy E8 above the 
threshold energy £ thr 

tf.aka"'U-iO, E8>EthT, (8) 

where the approximate sign implies that <r«*<$Cl. The 
questions which were not considered in I, and which 
we shall answer below, are: 

(1) What exactly is the phase shift 88 in Eq. (8)? 
(2) How is expression (8) to be continued analytically 

for E8<EthT? 

Once these questions have been answered, simple sub­
stitutions in Eqs. (1) and (3) give the desired threshold 
effects in the cross sections. 

B. Logarithmic Derivative 

Since the logarithmic derivative17 Lc=Sc-\~iPc, plays 
an important role in the subsequent development, we 
wish to give its limiting values21 in the absence of Cou­
lomb effects for low and high channel energies Ec. These 
values are expressed in terms of the quantity pc (here 
defined to be valid for positive and negative Ec, denoted 
by superscripts + and — below) 

Pc=kcac, where kc=(2Mc/h
2y^\Ec\ ^ (9) 

and ac is the channel radius. Mc is the reduced mass in 
channel c. 

The s-wave case is of particular importance and 
requires special consideration. 

/ c = 0 , all pc: 

S+=0, Pc+=Pc, Sc-=-pc; (10) 

19 This expression corrects two misprints in reference 10, Eq. 
VII (1.6b). It is completely equivalent to similar equations in 
references 3 and 4, as can be seen by noting that 1 —2iPq = q/q* 
and by letting the quantities e - 1 defined in these references be 
proportional to QP1/2q. 

» Reference 10, Sec. V, 2. 
21 For the evaluation of Eqs. (10) and (12) we used expressions 

for S0 and Pe given by J. E. Monahan, L. C. Biedenharn, and 
J. P. Schiffer, Argonne National Laboratory Report ANL-5846, 
1958 (unpublished). 
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/C5*0, p c « l : 

Ic^O, 

S+=*-lc+Pc*/(2h-l), 

P C +^2 ! C/C! / (2 /C! ) 2 ]PC 2 ! « + 1 , 

SrrS*-lc-Pc2/(2lc-l) 
- ( - 2 ) ' « p . 1/(2/, !)*>.«•+!; 

p c » l : 

5c+^i/c(/c+l)/pc2, 

P c + ^ P c , 

5 C
- ^ — pc 

(11a) 

(lib) 

(He) 

(12a) 

(12b) 

(12c) 

In all cases Pc~ = 0. In expression ( l ie) we have indi­
cated that the lowest power of pc is always pc

2, but the 
lowest odd power (which gives rise to cusps in deriva­
tives of the cross sections4) is pc

2*c+1. 

C. Reduced R Matrix for Two Channels 

Since the threshold under consideration is the one of 
lowest energy, all channels besides 5 and t will have 
negative energy near £ s = £ t h r and the reduced R matrix 
is real.22 The relation between the reduced R matrix 
and the collision matrix is still given by Eqs. (4) and (6) 
and in addition W is unitary since the reduced R matrix 
is real.23 

Although for the general demonstration of analytic 
continuity of Eq. (8) we do not require that the reduced 
R matrix be real, it turns out that a real matrix is more 
convenient later on and we need the form of this 
matrix23 for later work: 

9i8C=]LxM7x*7Mc(A)xM, c=s or t, (13) 

is the level shift of the negative-energy channels. If one 
assumes that it is valid to expand SC'°~ linearly about 
the energy Es, Eq. (15a) can be brought into the form22 

S R . a C x 7xs°7Xc°/CEx-£s), (15b) 
where 

7xc°=7x c[ l+ £ (dSc^/dEs)yXc^-^. (16) 
Cf9^S,t 

A second approximation to Eq. (13) was obtained by 
Thomas8 under the assumption of random signs of the 
quantities y\c. In this case it can be argued8 that 
Eq. (15a) is a valid approximation to 3?sc in any energy 
region (below the second lowest reaction threshold), as 
long as the partial level widths for the channels C'T^S, t 
are less than the spacings of the levels. The important 
point is, though, that there are no restrictions on the 
partial width to spacing ratios for the channels 5 and t, 

III. CHANNEL MATRIX FORMULATION 
OF THRESHOLD EFFECTS 

Analytic Continuation of Uss Below EthT 

With the use of the reduced R matrix, W [Eq. (6)] 
becomes 2X2 matrix; the only minor problem is the 
inversion of the matrix q—SR which yields 

where, as long as E8 is below the energy of the second 
lowest reaction threshold, 

( A - % = ( £ x - £ * ) 5 X M - L SC<°-7XC'7MC'. (14) 

From Eq. (7) we see that Sc>°~ could be set equal to 
zero at any energy, making the reduced R matrix equal 
to the ordinary R matrix. 

A better approximation for an extended energy range 
is to expand A about its diagonal components in in­
creasing powers of its off diagonal components. Two 
approximations to dt8C are then available. Near any 
given energy E8 one can choose Bc> very close to Sc~ so 
that all the off diagonal elements, which are proportional 
to Sc'°~(=Sc~— Bc>), become negligibly small compared 
to the diagonal components. In this case22 

ffi.aEx 7x*7Xc/(£x+Axx-£«), (15a) 

A x x = - E SV»-7Xc'2 

where 

1 Reference 10, Sec. X, 2. 
'Reference 10, Sec. X, 1. 

(q-«)" 
V 3U 

where 

fai-SRi.)/<* to.t/d 

Jd (?.-$»„)/<*• )• 

<i=(<?8-9U(<7«-9W-^2, 

(17) 

(18) 

since 9t is symmetric.23 From this we get expressions 
similar to those given24 in reference 10, 

Wss= l-2iP,qs+2iPaq^(qt-dttt)/d, (19) 

Wci=2i(PaPtyi*qeqMn/d. (20) 

By setting Bt=lt, we see from expressions (10), (11), 
and (7) that qt—•«> as E,—>£thr, i.e. Pf—>0. Hence 
we can expand Eqs. (19) and (20) in a manner proposed 
by Wigner3 and by Breit,4 keeping only the lowest 
negative power of qt (or lowest positive power of L(°). 
After a little algebra we find 

W,s=l-
2iP,qSss 2iPaq,*Rj 

q.-Vts, (<7»-ftss)
2 

/ 1 ft,,2 \ 
X + — + • • • ) 

\qt-dtu ( ? . -&. . ) ( ? , -8 l« )* / 

Wtl = 2i(P,Ptyi*-
q>qM,t 

(?.-9l..)(3«-9t«) 

ft.<2 

(?.-9t„)(?i- iR«) + •• 
24 Reference 10, Sec. X, 3. 

file:///qt-dtu
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In each case we have kept the next higher order terms 
to show what will be neglected. If we consider an energy 
region where 9<»9?», 3fs«, we finally obtain 

Ws a-
2iP.iR„ 2iL,0P$l.t

t 

l-L.°3t (1-L.°8t..)* 

2iLt°P&t? • 

~ l-L.W.A |l-ZV3t„|V 

W.&3i(P.Pt) l>*q3dtst/(qa-dlss), 

| W.t I ^PsPSflJ/11-L.°3t.. I \ 

(21a) 

(21b) 

(22) 

where we have made use of expressions (7). 
Before proceeding we must show that the same ex­

pressions are obtained even if $?ss, dtst, and $ft« become 
infinitely large, as they would if E8 approaches any 
resonance energy E\ [see Eq. (15b)]. Let us assume, 
then, that Es is very close to one particular resonance 
energy E\ so that 

3 U ^ 7 A * 0 7 A C 0 / ( £ A - £ * ) . 

Substitution in Eq. (18) gives 

d^qsqt-lqa(yu°)2+qt(yM/(Ei--ys) 

and from (19) we obtain 

2iP8q8qt(yu0)2 

(23) 

(24) 

Ws i\-
qsqt(Ei-Es)-qs(yu°)2-qt(yxs0)2 

Expanding for large qt and using Eq. (7) 

2iPs(yu0)2 

Wa&l-
Ex-Es~L8«(yXs

0)2 

2iLt°P8(yXs°)2(yxt0)2 

[ £ X - E . - L . 0 ( Y X . 0 ) 2 ] 2 ' 
(25) 

fined by Eq. (9), the relationship (27) is valid both 
above and below the threshold energy for channel L 
Hence it provides the desired analytic continuation for 
W88 below threshold. As implied already by Wigner,3 

this continuation hinges on the analytic properties of 
Lt°, which can be recognized in Eqs. (10) and (11). All 
that is needed, is to substitute in Lt°, pt —» ipt in going 
from E8>Ethr to E8<Ethi.2h The approximate sign in 
Eq. (27) implies only that all quantities have been 
expanded to lowest order in Lt° or Pt

+. 
By defining a phase angle 58 through 

( l -L ,o*JR„) / ( l -£ .<W. . ) = e 2 i ( ^ ^ , (28) 

we recognize that Eq. (27) is practically equivalent to 
Eq. (8), recalling Eq. (5) and a8t= |JF8*|2, as can be 
seen from Eq. (2). Equation (27) therefore will give the 
analytically continuable form of US8 in the neighbor­
hood of Ethr, which we set out to find. From Eqs. (10) 
and (11a) we find, setting Bt=h [see Eq. (7)] 

which is identical to Eq. (21a) under the assumption 
(23). In a similar way, it is easily shown that with the 
assumption (23) 

! Wst i 2^4PsP,(7xs°)2(7xe0)VI Ei-E8-Ls°(yX8°)212 (26) 

to lowest order in Pt or Lt°. This is identical to Eq. (22) 
under the condition (23). 

Hence, independently how close the energy E8 is to 
any resonance energy E\, the same relationship is ob­
tained between W88 and | W8t\

2, which from Eqs. (21b) 
and (22) [or Eqs. (25) and (26)] is 

W8 

l-L8°*$l8 

1-LM 

The superscript + on Pt
+ emphasizes that | Wat |

2 exists 
only for positive energies Et. Nevertheless, if we express 
Lt° and Pt

+ as functions of the absolute quantity pt de-

f o r / , = 0 : 

f o r / ^ 0 : 

U8S=e^\ ('-r-D (29a) 

Pt^'VH 

2''+1p(!/(2/(!)2](2/(-l) 

X — <rj ) 
1-1 2 U(- l ) '« / 

(29b) 

Following Newton6 the upper line after each curly 
bracket refers to E8>Ethr, the lower line to Ea<Ethr; 
this convention will be used throughout the rest of this 
paper. We see from Eqs. (28) and (29) that if 88 is 
denned as that part of the phase of US8 which is com­
pletely independent of pf, Eq. (8) is not quite correct. 
On the other hand, the second term in the bracket of 
Eq. (29b) does not give rise to any discontinuity at 
Ethr in any cross section or its derivatives4 since 
Eqs. ( l ib ) and (22) show that this term is proportional 
to pt

2 independent of lt. Hence one can absorb this term 
in the phase 5«, if one wishes, and this was done in 
I Eqs. (21) to (23) and I Eq. (32), the last of which was 
taken from the work of Baz.5 

In the rest of this paper we shall use the definition 
(28) of the phase 88, thus eliminating all threshold 
effects from it. 

IV. LEVEL MATRIX FORMULATION OF 
THRESHOLD EFFECTS 

The channel matrix approach of the previous section 
gives a very clear derivation for the form of US8 near 
Etbr, but expression (27) does not lend itself readily to 

26 This is sufficient if there are no Coulomb effects in the out­
going channel. For the case which includes Coulomb effects see 
reference 10, Appendix a. 
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making energy averages in cross sections. For the latter 
purpose we derive a more suitable expression of W88, 
which is shown to be completely equivalent to Eq. (27) 
in Appendix A. 

The level matrix expression for W is26 (for positive 
energy channels) 

W= l+2iP1/2[ExM(rxXTM)^x.]P1/2, (30a) 
where 

(TXXTM)CC'=7XC7MC 

and 

( A - I ) X M = C E X - £ S ) $ X M - ( L £C07XCYMC)-£*WM<. (31a) 
c-At 

Equation (30a) results from the inversion of the 
expression (1—RL°) which essentially appears22 in 
Eq. (6): 

(l-RL°)-1=l+ZxMrxX(L0
rMMxM. (32a) 

Equivalently one can start with the reduced R matrix 
expression (15b) and set 

( 1 - 5 R L V = 1 + L X M T X ° X ( L V ) 2 1 X M . (32b) 

Equations (30a) and (31a) are then changed to 

W= l+2iP1/2[LxM Yx°X Y I ^ A J P 1 ' 2 , (30b) 

(SK-1)XM= (E^-E^-L^y^y^-L^y^. (31b) 

In Eqs. (31) we have separated out the term propor­
tional to Lt°, since we want to expand 2l\^ in powers of 
Lt°, keeping only the lowest powers. For this purpose 
we define a matrix M with components 

M^= (Ex-Es)8^-L8°yu0yli8° (33a) 

and a matrix G with components 

GX,=7X<°7M<°. (34) 

We wish to mention in passing that if one starts with 
the form (15a) for the reduced R matrix, the definition 
of the appropirate MxM would change to 

(Ex+ Axx- E8) 5XM- £*°7X,7XM (33b) 

and in Eq. (34) the superscript zero would be left off. 
With these definitions 

2t=M-1+L i°M-1GM-1 

+ (Z,i°)*M-1GM-1GM--1+ • • •, (35) 

where we show one more power of Lt° than we will keep. 
It follows from Eq. (30b) that to lowest order in 
Zf° or Ft 

W88^l+2iP8 ExM 7X8
07M«°(M-1)XM 

+2iLt°Pa LxM 7xa°7^°(M-1GM-1)xMJ (36) 

| W8t | *^P8Pt | EXM 7X8
07M*°(M-1)XM 12- (37) 

As shown in Appendix A, Eq. (36) can be identified 
term by term with Eq. (21a) and Eq. (37) is equivalent 

26 Reference 10, Sec. IX, 1. 

Y E R H O F 

to Eq. (22) so that expression (27) can be obtained 
once more. 

V. GENERAL EXPRESSIONS FOR THRESHOLD 
EFFECT IN CROSS SECTIONS 

It is convenient to break up expressions (21a) or (36) 
into two terms as follows, recalling Eqs. (27) and (28) 

W88°= (l-L8°*9l88)/(l~L8<XR88) (38a) 

= l+2iP8 LxM 7Xs°7M/(M-1)xM (38b) 

= e2«Sr-**)9 (38c) 

AWS8=2iLt°PMst2/(l-L8<>m88y (39a) 

= 2iLt«P8 ExM 7 X S
0 7 M A M - 1 G M - % (39b) 

= (iLt°/Pt+)h \ W8t | V
i(5«-^>. (39c) 

If we write 
U88=(W88°+AW88)e

2i** (40) 

and set for either the partial elastic scattering or partial 
total cross section [Eqs. (1) and (3)] 

cr = (70+A(r, (41) 

we shall call the threshold effect Ao- that part of which 
is proportional to AW88 (i.e., Lt°) and ignore higher 
powers of AW88. a

0 will then be that part of the partial 
cross section which is unaffected by the threshold. It 
follows immediately from Eqs. (38) to (40) and (1) to (3) 
that for the partial elastic scattering cross section 

a88°= \1-W88°e2i«*\2=4sm28s, (42) 

A<r88= -2 Ret(l-W88°*e-2i*«)AWS8e
2i*s~] (43a) 

= -Rei2AW88e
2i*°- (iLt»/Pt+)<r8t] (43b) 

= _R e [ (*««._ \)(iLtyPt+)y8i (43c) 

[2sin2S*. 

The last equation is valid only for lt — § and no 
Columb effect in channel t and corresponds to I Eq. (22). 
It is amusing to note that for E8>Ethr, A<rS8/<r88

0 

= — h<rst- For the partial total cross section one finds 

o - s
0 = 2 [ l - R e ( ^ A 2 ^ ) ] = 4 sin288 = (TS8o, (44) 

Aa8 = - 2 Re(AW88e
2i*°) (45a) 

= - Rt[e2i*iiLtypt+)y8t (45b) 

[cos25« 
= crJ . (45c) 

I—sin25a 

The last equation again is valid only for lt — 0 and no 
Coulomb effect in channel t and corresponds to I Eq. 
(23). The result (44) is obvious since all reaction effects 
have been eliminated from (r88° and a8°. We should recall 
that in Eqs. (43) and (45) a8t is meant to be a function 
of the absolute quantity pt defined in Eq. (9). 
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VI. THRESHOLD EFFECTS IN ENERGY-AVERAGED 
CROSS SECTIONS 

A. Energy Average with Random Sign 
Approximation for fx 

In I it was stated without general proof that under 
the assumption of many resonances in the energy-
averaging interval one could expect 

(A(Tss)av = 

and 

— 2(a8t sin258)a v f — &at 

— (<rst sm2<$s)av 10 

f (<rat cos25 s)a v 

l — (<rst sin258)av 
(Ao"s)av= 

0 

0 

(46) 

(47) 

where ( )av implies an energy average over an interval 
/ containing many resonances, and in our notation is 
equivalent to a bar over the symbol. a88° and a8° would 
obviously show no threshold effect, since all threshold 
effects have been eliminated from 88 by the definition 
(28). The right-hand sides of Eqs. (46) and (47) were 
shown in I to follow very simply from the optical-model 
assumption2 that the optical-model quantity (U8) 
should be equal to the energy-averaged U88. 

From Eqs. (43b) and (45a) it is apparent that if one 
can prove (AW88}&v=0> Eqs. (46) and (47) follow im­
mediately, I t should be stated here that, as is custom­
ary ,8*27 we assume that the channel quantities S, P, and 
(p are practically constant in the energy interval / over 
which averages are taken. We shall prove that 
(AW88)&v=0 if the signs of y\c are random, by using the 
following remarks by Thomas.8 Since all the poles of 

*- Re fi(«E.) 

FIG. 1. Schematic presentation of contour used to evaluate 
(AW8»)av averaged over / . Since the poles ( x) of U89 are located 
in the lower half of the complex 8 plane, (AW8g)&v averaged over 
/ will be equal to (AWas)av averaged over / ' , since the contribu­
tions from the sides of the contour cancel. Also indicated on this 
figure are the symbols used to evaluate expression (51) by means 
of expression (52). It should be noted that the upper half of the 
complex energy plane shown is on the first Riemann sheet and 
the lower half on the second Riemann sheet Q . D. Walecka 
(private communication)]. 

Ucc are situated in the lower half of the complex 
energy plane, with the exception of those on the real 
axis associated with bound states, any path of integra­
tion involving Ucc may be displaced, without crossing 
poles, upwards in the energy plane, as shown in Fig. 1. 
According to Thomas,8 if the averaging interval, called 
7, contains many resonances it may be presumed that 
the contributions from the connecting sides of the 
contour effectively cancel.28 These statements apply 
also to Wcc or to any part of it, in particular to AW8S. 
Hence we can write, using the symbols shown in Fig. 1, 

(ATF)av in i = (AW8SU m v = ATF„(5), (48) 
where 

8=E8+ie. (49) 

The last equality in Eq. (48) results from the assump­
tion that if € is sufficiently large, AW88(8) will be a 
smooth function of the energy. Using Eqs. (15b) and 
(39a) we evaluate the expression of AWS8 in terms of 
the reduced R matrix (note that S9*t in the summation): 

AW88(8) = 2iLt°P8 

LAX- T A S W T A ' ^ A ' . V C O E X - S)(EV- 8)2 

x-
tl-~LMss(8)J 

(50) 

Under the assumption of random and uncorrelated 
signs of YA« and y\t the terms in the numerator with 
X^X' can be expected to cancel out so that the only 
terms left in the numerator are 

Zx(7x,°)2(Tx(°)2/(£x-<S)2. (51) 

By converting this expression into an integral we can 
show that it is zero under reasonable conditions. Call 
e\ = E\—E8 (see Fig. 1) and let n(e\) be the density of 
poles per unit energy range e\. Expression (51) then 
can be converted into an integral, which is zero if n(e\) 
does not increase too rapidly as e\—»<*> in the complex 
e\ plane: 

((yxs°)Hyu°)2)&Mex)dex/(ex--ie)*==0. (52) 

As long as E8^>e, the extension of the lower limit to 
— oo is justified. This evaluation assumes that it is 
permissible to group close-lying poles in such a way 
that their average strength ((7xs°)2(7x*°)2)av is a regular 
function of the energy e\ and that their density per unit 
energy n(e\) has a meaning. Since the energy e in 
expression (51) can be made much larger than the level 
spacing, these assumptions appear to be reasonable. 

By a method similar to the one just used one can 
show that the denominator of the right side of Eq. (50) 
is not zero and therefore, under the assumption of 

27 Reference 10, Chap. XI. 
28 We are indebted to Dr. P. A. Moldauer for drawing attention 

to these remarks by Thomas. 
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random signs of 7x„, yu 

<AJT„>. = 0. (53) 

Although this derivation is based on the special form 
(15b) of the reduced R matrix, it is equally valid—and 
more properly executed—for the form (15a), even 
though the extension of the integral in Eq. (52) to + oo 
requires the introduction of an imaginary width term8 

in the denominator of expression (15a). This means 
that the result (53) really depends on the random sign 
approximation in two places, once in the form (15a) of 
the reduced R matrix and once in the evaluation of the 
numerator of Eq. (50). 

The equality (48) depends on the effective cancella­
tion of the path integrals along the sides of the contour 
shown in Fig. 1. Such a cancellation will occur only if 
the "slowly varying" quantities, Lt° and L8° do not 
vary appreciably in the interval / . For lt=0 the deriva­
tion is therefore not valid right up to threshold. This 
point is discussed by Moldauer.29 It is of interest to 
note that the proof of Eq. (53) is independent of the 
width to spacing ratio of the resonances in channels 
s and L 

Having demonstrated that, under the random sign 
assumption of the 7\c, (AIF*8)av=0, we see from 
Eq. (38) that under the same conditions30 

w ss— yy ss (54) 

and, as mentioned before, Eqs. (43b) and (45a) lead to 
the "optical-model results" Eqs. (46) and (47), respec­
tively. Indeed, Eq. (54) is essentially the basic assump­
tion of the optical model,2 that the average of the 
diagonal component of the collision matrix is a pure 
entrance channel quantity which shows no discon­
tinuities at any reaction threshold. 

For the purposes of Sec. B it is useful to rederive 
Eq. (53) from the level matrix expression (39b), which, 
recalling the definition (34), can be written 

AW8S=2iLt°P8 

X L 7x.ayv«%VAM-1)xv(M-1VM . (55) 
WfHHf 

The random sign approximation assumes that the signs 
of two 7 quantities for different channels are uncor­
rected, but no statement can really be made about the 
signs of two 7 quantities for the same channel. Hence, 
in taking the average of expression (55) under the 
random sign approximation we are left with the follow-

29 P. A. Moldauer, Phys. Rev. (to be published). 
30 Using the above argument of Thomas, which allows replacing 

9fcM in Eq. (38) by (9?**) averaged over / ' when calculating ^ 8 8 ° 
averaged over / , Moldauer has shown that Waa

Q=£l — ( ( r , ) /4)] / 
[1-f (r , ) /4] , where (r8) = 4TrP8(y\a

2)/D, the average being taken 
over the resonances X and D being the average level distance. 
P. A. Moldauer (private communication) and reference 29. 

ing terms: 

(AW88)„=2iLt«P8 

X { < L ( 7 X « ° ) 2 7 X ^ V t ° ( M - 1 ) x v ( M - 0 M ' x ) a v 

+ < £ 7x.°Y^ o (7v« o )*(M-0xv(M-i)x>>.v 

+ < E 7x s°(7x<.°)2[(M-i)xv]2>av}. (56) 
XX' 

The result that each one of the three average terms on 
the right side of this expression is equal to zero hinges 
on these facts: 

(1) Any off-diagonal element of M - 1 can be repre­
sented by a convergent series of terms which are level 
sums over products of quantities like 

7xs
0/C£x-^-La0(7xs

0)2]^7x8
0/€x. (57a) 

The convergence of this series is demonstrated in 
Appendix B. 

(2) If in a series of products of the kind 

£ F(£.)/C(«x)'(«iO"(er)"---], (57b) 

where F(E8) is a regular function of the energy E8 and 
/, m, n are integers greater or equal to unity, there are 
ever any multiple poles (i.e., /, m, or n greater than 
unity), then the average of such a sum is zero in any 
energy interval which contains many resonances.31 One 
should note that the poles of expressions (57) lie in the 
same (lower) half of the complex energy plane. Also in 
calculating the average of expression (57b) in any 
energy interval / one can make the usual assumption 
that 

\2L*XM»'* * * /av in / = (number of terms in I) 

J —oc 

•dE9/I. (58) 

(3) Every term in the three sums in Eq. (56) contains 
at least one double pole. We illustrate this by noting 
that, as shown in Appendix B, every term in the (con­
vergent) series expansion of (M-^xvCM"1),,^ contains 
the product 

(^8°)2(7Xa0)27VSVS°/C(€x)2(6v)(6M0]. 

31 The proof of this is easily seen under the Thomas assumptions 
previously used to arrive at Eq. (52) from the numerator of 
Eq. (39a). Under those assumptions the average of expression 
(57b) can be written (at any energy Ea) 

F(F -) r n(e^de* r nMde» r »(«*)<&* 

which is zero if any one of the exponent integers I, m, n, • • • is 
greater than unity. This method of evaluating expression (57b), 
with all exponents /, m,n, • • • equal to unity can be shown to lead 
to the evaluation of Waa° given in footnote 30, starting from 
Eqs. (A6) and (B4), provided that ( r a ) / 4 « l . [See also sentence 
preceding Eq. (52)]. 
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This proof of Eq. (53) again assumes that Lt° in 
particular does not vary appreciably in the energy-
averaging interval I. If it does, the extension of the 
integration in Eq. (58) to ± <*> does not seem justified. 
I t should be noted again that this proof makes no 
assumption about the width to spacing ratio for the 
resonances in channels .? and t and that the proof could 
have been done with the form (33b) for the elements 
of M"1. 

B. Partial Breakdown of the Random 
Sign Approximation 

If there is a correlation of the signs of y\c, such a 
correlation could take many different mathematical 
forms. We wish to examine one form, proposed by Lane 
and Thomas to take into account direct interaction 
effects.11 They assumed that in the neighborhood of any 
energy E8 the diagonal elements of M _ 1 give resonances 
which locally have random signs of y\c, but that the 
off-diagonal elements contribute a slowly varying func­
tion of E8 which we call Z. In particular we write the 
sums occurring in Eqs. (37) and (38b) as follows: 

LxM T X S V A M - O X M ^ Lx(7x8°)2(M-1)xx+Z8a, (59a) 

EXM T X S V C M - O X M ^ A W W C M - ^ X X + Z . , , (59b) 

and for completeness 

ZXM 7xe°7Mt0(M-1)xM=Lx(7x4°)2(M-1)xx+Z») (59c) 

which would occur in Wtt> As Lane and Thomas 
indicate,11 these expressions are expected to be valid in 
any energy interval which is large compared to the 
widths of compound resonance levels and small com­
pared to the width of single-particle resonances. 

To calculate the resulting threshold effect in the 
partial elastic and total cross sections wTe consider in 
turn the following quantities. From Eqs. (38b) and 
(59a), we obtain by the method indicated in Eq. (58) 
and using the fact that (M -1)xx= 1/Afxx [see Eq. (33a)] 

WJ= l+2iP8\j7r((yxs
Q)2}/D+Z88'] 

^l-i(rs)+2iPsZss, (60) 

where D is the average level separation and the sign ( ) 
implies an average over resonance levels A within the 
energy interval / which is assumed to be very large 
compared to Pa(7\ s

0)2 or D, whichever is larger. The 
quantities r have been introduced by Moldauer30,32; 
indeed Eq. (60) corresponds exactly to Eq. (12) in 
reference 32. 

From Eqs. (37) to (39) and (59b) it follows that 

AW88 = 2iL,°P.CLx 7xs°7x<°(M-1)xx+Z8 J
2 , 

where it should be emphasized that the square brackets 
do not represent absolute value signs. After averaging 

32 P. A. Moldauer, Phys. Rev. 123, 968 (1961). Since in this 
reference the level shift was set equal to zero for all levels, no 
superscript zero appears on the y\c. 

the square, term by term, under the same assumptions 
that have been used to average Eq. (55), we find 

(AW88)&v=2iLt°P8Z8t
2. (61) 

This result depends on the random sign approximation 
which is expected to be valid in any finite energy 
region. For a closer discussion of this point we refer to 
reference 11. 

For calculations of the threshold effects in the partial 
elastic and total cross sections we use expressions (43b) 
and (45a), respectively, as well as Eq. (61). 

(AaS8U=-Rel(iLt"/Pt+)(AP^P8Z8th^-- *.«)] 

(4Pt+P8\Z8t\
2 cos2(<pa+{)-a8t 

(62) 
l - 4 P * + P s | Z s f | 2 s i n 2 ( ^ + f ) 

where we have set 
Z8t=\Z8t\e^ (63) 

and assumed /*=0. Other cases are easily obtained from 
Eqs. (11) and (7). 

<A<r»>av= - 2 ^l2i{Lt
Q/Pt+)Pt+PsZ8tH^q 

(4P ,+P , |Z s * | 2 cos2(^+f ) 
(64) 

l -4P ,+ /^ !Z s *! 2 s in2 (^ ,+ f ) 

For completeness we also give an expression for cst 

derived under the same assumptions as those leading 
to Eqs. (60) and (61) 

^=<T*>+4P,+P s |Z s , i 2 . (65) 

This corresponds to Eq. (38) of reference (32), except 
that some of the fluctuation and interference terms have 
been lumped into Z8t by means of Eq. (59b). Also terms 
of second order in (rt) have been neglected, as is con­
sistent with the spirit of the present paper. 

The important feature of Eqs. (62) and (64) is that 
they predict a cusp effect in the total cross section, as 
the result of the assumption of partial breakdown of 
the random signs of 7xc. This is contrary to the optical-
model assumption that W88 and hence the total cross 
section do not show any discontinuity at thresholds. 
[Obviously, Eq. (61) does predict a sharp discontinuity 
if Z f=0.] In principle, it should be possible to decide 
by experiment, whether Eq. (64) or Eq. (47) is valid in 
any particular case and so to find out whether the 
partial breakdown of the random sign assumption is a 
good physical approximation. In practice, unfortunately 
the total as well as other cross sections show fluctuations 
due to the variations in the widths of the resonance 
levels as well as the approximately random signs of 
yxc in any small energy interval33 and the search for a 
cusp in the total cross section may be difficult. That an 
expression for the differential elastic cross section 
analogous to (46) appears to be valid for neutron inter-

33 T. Ericson, Phys. Rev. Letters 5, 430 (1960). 
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actions with Ce140 was shown in I, which was based on 
neutron cross-section measurements of Wells, Tucker, 
and Meyerhof34'35 on Ce140. 

In I it was assumed that situations may exist in which 
the phase 88 of U88 shows fluctuations with energy E8 

around a finite mean value 88 (slowly varying with E8) 
in any energy interval containing many resonances: 

b8=l8+Ab8y <A5s>av=0. (66) 

We will now show that this assumption is completely 
equivalent to the aforementioned partial breakdown 
of the random sign assumption for the y\c. On the other 
hand, in I we showed already that the assumption 

U„=t7„+AU„, <AJ7M>av=0 (67) 

leads to Eqs. (46) and (47) which were derived assuming 
completely random signs for the 7xc. It should be noted, 
in comparing Eqs. (66) and (67), that an energy average 
of 88 (or Ad8) in not equivalent to an energy average 
of U8S (or AU89). 

Although it was not done so in I, we define 88 by 
means of Eq. (28), and using Eqs. (27) and (4) 
write 

U88 = e««-[l- (iLt°/Pt+)fr. «]. (68) 

Breaking up U88 as in Eq. (40) and using the expressions 
corresponding to Eqs. (43a) and (45a) we find with the 
substitution (66) 

f (o-st cos2A5s)av cos288—a8t 

\A(Tgs)av= J j 

I — (<r8t cos2A£8)av sin25« 

{ ((T8t cos2A5g)av cos25* 

— (<r8t cos2A5s)av sin2§* 

where we have put, as seems reasonable from Eq. (66), 

<0-8*sin2A5s}av=O. (71) 
The equivalence of Eqs. (69) and (70) to Eqs. (62) and 
(64), respectively, is easily proven by going back to 
Eq. (39c) and averaging both sides over an energy 
interval which contains many resonances. On the left 
side of Eq. (39c) we substitute Eq. (61) and on the 
right side Eq. (66): 
|Z.«|V* 

= [«IW st 1
2 cos2A58)av+i< \Wtt\* sin2A58)av)/ 

(4Pt+P,)>2iCSa~^). 

Under the assumption (71) we find the desired result 

4Pt+P« I Z8t 1
2= < I W8t 1

2 cos2A58)av= (or,, cos2A$.)av (72) 

and 
«vK=5 . . (73) 

34 J. T. Wells, A. B. Tucker, and W. E. Meyerhof (to be 
published). 

35 A. B. Tucker, J. T. Wells, and W. E. Meyerhof (to be 
published). 

Although we have just shown that the assumption 
&,= £,+A£s and Eq. (71) are compatible with the pre­
vious treatment, we have not yet shown that (A5s)av=0 
is also compatible. This argument is more involved and 
depends in essence on the unitarity of W. We only 
sketch the proof. Averaging both sides of Eq. (38c) we 
obtain with the help of Eq. (60) and substitution (66) 

1 — |(r5)+2iP8Z s s = [cos2(5s— <ps)+i sin2(5s— <p8)'] 

X ((cos2A58)av+i(sin2A5,)av). 

Equivalently to (Ads)av = 0 we set 

(sin2A5s>av=0 (74) 

and obtain with the help of Eq. (73) 

tan2f =2P a ReZas/ll-^(r8)-2P8 ImZ.J. (75) 

We shall prove that this equation follows also from 
the unitarity of W, and hence that Eq. (74) is indeed 
compatible with the treatment in the first part of this 
section. 

To shorten the notation we introduce the channel 
quantity Fcc> for Eqs. (59) 

PCC' = Ex Yxc(W(M-1)xx+Zflc,. (76) 

Unitarity of W to first order in Lt° or Pt
+ can then be 

shown to require 

(69) 

(70) 

(l+2iPsFss)Fst* = F.„ 

ImF.. = P.|i7..|*, 

lmFtt=Ps\FH\\ 

Re/?„=0. 

(77a) 

(77b) 

(77c) 

(77d) 

Averaging both sides of Eq. (77a) subject to the condi­
tion (y\8y\t) = 0 one finds 

l+2fP.[(tT<(7x.°)2>/Z>)+Z..]Z.l* = Z.l, (78a) 

which is just Eq. (75), recalling Eq. (63). Unitarity of 
W therefore completes the proof of the complete equiva­
lence of the first part of this section with the assump­
tions (66). 

For completeness we give the results of energy aver­
aging the remaining Eqs. (77): 

ImZ..= [ P . / ( l - J < r . » ] 

XC[ZS S |2+(TT/Z))2<(TXS
0)2(7MS

0)^)] , (78b) 

where $ is the correlation function ^[(rx+rM)/2J9] 
introduced by Moldauer,32 

ImZH=P8\Zst\ 

ReZ„=0. 

(78c) 

(78d) 

VI. THRESHOLD EFFECT IN THE ONE-LEVEL 
APPROXIMATION 

Under the assumption that a single level is effective 
in determining the main features of the elastic and total 
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cross sections, we can use the general expressions (43c 
or d) and (45b or c) for the threshold effects. All that is 
required in addition to these expressions is the de­
pendence of 88 on E8. The reduced R matrix is con­
veniently used, because Eq. (28) then leads to the 
desired energy dependence of 88. From Eq. (15b) we 
obtain in the one-level approximation12 

dt8s=(yxs°)2/(Ex-E8)+dlSs
0
J 

where 9fss° is a slowly varying function of E8. It is 
worthy of note that no particular assumption is made 
about the form of any of the other matrix elements of 5R°. 

After a little algebra we obtain from Eq. (28) 

Ps(yuf)2+(Ei-E8)PMss° 
tan(5 t - <p8) = , (79) 

where 

(7x/)2=(7x8°)2/(l-^°9i-0). (80) 

Usually it is possible to set S8°=Q or at least to make it 
very small by appropriate choice of B8 [see Eqs. (7), 
(Ha), and (12a)]. 

V1L CONCLUSIONS 

In this paper we have examined in some detail effects 
produced in elastic and total cross sections in the 
neighborhood of a reaction threshold Ethr- i£-matrix 
theory allows a precise examination of this problem, as 
first shown by Wigner.3 If the phase shift 88 of that 
entering partial wave s which gives rise to the reaction 
is properly defined [see Eq. (28)] there is no need to 
assume5-7 that in the expressions for the collision matrix 
element U88 near £thr, 88 has to be constant or slowly 
varying. There may be arbitrarily many, possibly over­
lapping, resonances near Ethr without affecting the 
validity of the general expressions summarized in Sec. V. 

We have shown that the random sign approximation 
of the 7xc leads to the threshold effects derived in I 
under optical-model assumptions; the equivalent as­
sumption for U8a is U88= U88+AU88, (A£/„)av=0, where 
U88 is slowly varying with E8. If there is a breakdown in 
the random sign approximation, a cusp appears in the 
total cross section, whose presence in principle would 
signal this breakdown, but in practise might be swamped 
by the "natural" fluctuations33 of cross sections. This 
partial breakdown of the random sign assumption is 
shown to be equivalent to the assumption 88=88-\-A88i 

(A58)av=0, where 88 is slowly varying with the incident 
energy. 

Lastly, we have given a precise formulation of the 
threshold effect in a one-level situation. 
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APPENDIX 

A. Equivalence of Channel Matrix and Level 
Matrix Formulation of Threshold Effects 

We wish to prove the term by term equivalence of 
Eqs. (36) and (21a) and Eqs. (37) and (22). We rely 
heavily on reference 26. Starting with 

WJ= l+2*Paffi../(l-L.°9t..), (Al) 

we have to obtain (1—L8
0dt8*) by inversion of the 

matrix26 

( 1 - L<Ut)-i= 1 + E ^ T,X (LV)2U (A2) 

where the matrix % is given by Eq. (35). In accordance 
with Eq. (15b) all y should carry the superscript zero, 
but for easier typography we omit this superscript 
throughout the appendix. Since by definition W88° does 
not contain any terms proportional to Z<°, such terms 
occurring in the inversion of Eq. (A2) have to be 
omitted, yielding 

1 / ( 1 - L 8 ° ^ ) = 1 + Z / E M , 7 M ^ ( M - 1 ) M „ (A3) 

; WJ= l+2iP 8[Ex 7x.V(£x-£.)] 

X [ 1 + £ . ° E ^ T M . T M ( M - V ] 

= 1 + 2 * P . E X 7 X . V ( £ X - £ . ) 

+^a 0 Ex M ,7x s
2 7^a(M- 1 ) M , / (£x-^)] . (A4) 

For the sum over v we use Eq. (1.10)36 of reference 26 
under the consistent neglect of terms proportional to Lt°: 

L8° E , 7x,7,.(M-1V= O E x - ^ X M - % - V (A5) 

This equation can be obtained also from Eq. (33a). 
L Substitution of Eq. (A5) in Eq. (A4) gives the desired 

result [see Eq. (38b)] 

5 W„°= 1+UP, LxM 7X*7M*(M-1)XM. (A6) 

For the most convenient formulation AW8S we use 
[ Eq. (39a) 

t AW88=2iLt»PM8t
2/(l-L8<XRS8)

2. 

] With substitution of Eq. (A3) 

, AW„=2iLlopj[Exyx.yxt/(E^-E.)2 
: XEx'YX'W(£x—£.)] 

X [ 1 + £ . 0 E M V 7 M ' O V . ( M - I ) M V ] - (A7) 

Combining the first and third bracket and the second 
and fourth bracket as in Eq. (A4) we obtain with the 

In this equation one should replace S\„ by S\,. 
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help of Eq. (A5) 

AWss/(2iLt°P8) 

= ExM 7X«7M«(M"1)XM EX'M' 7x 'nVs(M~" 1W 

= E 7M.7M'.(M-1)xM7xm'«(M-1)x>' 

= EMM' 7M*7M'* Exx'(M-1)Mx7Xf7x'<(M-1)x'M' 

= EMM' 7 M S 7 M ' S ( M " 1 G M - I ) ^ . (A8) 

The third step makes use of the symmetric nature of 
M"1 . The last line of Eq. (A8) is the third term of 
Eq. (36) since \x and \i! are arbitrary level indices. 

The proof of equivalence of Eqs. (22) and (37) follows 
similar steps. 

I wst | y (4P.Pi)=$».«*/1 i -L . °9 t M ! 2 

= ! [ E x 7xs7x</(i^x—Es)l 

X [1+L S ° £ „ 7M*7va(M"1)MJ!2 

= IEXM7X«7H.(M-1)XMI2 (A9) 

with the help of Eq. (A5). Since M""1 is symmetric, the 
proof is completed. 

B. Convergence of the Expansion of M~l 

We shall use the form (33a) for Af xM and just as in 
Appendix A leave off the superscript zero on the 7\c. 
The proof which follows is easily shown to be equally 
valid for the form (33b). Following a method suggested 
by Thomas8 we expand (M_1)xM about the diagonal 
element (M_1)xx in terms of the off diagonal elements 
of M. In matrix notation 

M - 1 = m~1+m~1gm~1+m~1gm~1gm~1 

+m- 1gm- 1gm~ 1gm- 1+ • • •, (Bl) 

where m is a diagonal matrix with elements 

tnx\=Ex-Es-L8oyXs^ex (B2) 

and g is a pure off-diagonal matrix with elements 

£XM = £.07X.7M«. (B3) 

Writing out Eq. (Bl) 

(M-*)XM= W e x + E ^ W ^ A W ] 
X { l + £ 8 ° E 7M2/e,+ (£.°)2( E 7 « V O 

x ( E y,.*M--+). (B4) 

To estimate the convergence of the series in curly 
brackets we consider the average value of each sum. 
We recall the well-known fact,8,32 following from 
Eq. (58), that 

(Ex 7x*2Ax>av=i7r<7xs
2)/A (BSa) 

where D is the average level distance between the reso­
nances X. Now in the sum E ^ X . M the effective energy 
level spacing is larger than in the sum ]£x because 
certain resonances are omitted from the sum. In the 
sum EV^X.M.V still more resonances are omitted so that 
we can write, noting that X, /x, v, v , are just running 
indices, 

< E y,s2/^=i*(y\s2)/Dh (B5b) 

< E y,;2/e*)*r=i*(y\.*)/D*,etc. (B5c) 

where D<Di<D2'-. The series of terms in the curly 
brackets of Eq. (B4) can therefore be estimated to be 
equal to (setting S8°=Q) 

{i-x<r.>/(2Z>,)+[x<r.>/(2i?l)iT<r.)/(2Z),)]- • • •}, 
where we have represented the average partial level 
width TXfi by <rg)=2P8<7Xs

2>. The absolute ratio of the 
( » + l ) s t term to the (n)th term will be equal to 
ir(Ta)/(2Dn), a quantity which must become less than 
unity for sufficiently large n, when sufficiently many 
resonances have been omitted from the level sums oc­
curring in the curly bracket of Eq. (B4). This proves 
that the series occurring in Eq. (B4) and hence in Eq. 
(Bl) is convergent independent of the width to spacing 
ratio (Ts)/D in channel s. 

I t is also obvious from the form of Eq. (B4) that 
every term in the (convergent) series expansion of the 
product CJf-"1)xx'(Af"~1)li'x will be proportional to (ex)~2 

and hence contain the double pole which was necessary 
to show that the right side of Eq. (56) is equal to zero. 


